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Abstract— Jean is a computational account of several aspects
of cognitive development, specifically, a kind of Piagetian
schema-driven learning. Jean’s schemas amalgamate Piagetian
sensorimotor schemas with Image Schemas and with Dynamic
Maps. These schemas are implemented in our Image Schema
Language. Using our Experimental State Splitting algorithm,
Jean learns by composing schemas into gists and by differenti-
ating schemas. Jean works in a simple dynamical environment,
and we have started to demonstrate transfer of schemas and
gists between similar scenarios in the environment, as well as
between different environments.

Index Terms— Cognitive development, transfer learning, im-
age schemas, knowledge representation, dynamics.

I. INTRODUCTION

Jean integrates several promising ideas from cognitive
science into a model of early cognitive development. From
Piaget we borrow the ideas that children learn some of what
they know by repeatedly executing schemas, and executing
schemas is in a sense rewarding, and some new schemas are
modifications or amalgamations of old ones [1], [2]. From
the Image Schema theorists [3], [4], [5], [6], [7], [8], [9],
[10], [11] we hear that primitive schemas are encodings
or redescriptions of sensorimotor information; and these
schemas are semantically rich, general, and extend or transfer
to new situations, some of which have no salient sensorimotor
aspects. Another idea, represented by various authors, is that
semantic distinctions sometimes depend on dynamics — how
things change over time — and so schemas should have a
dynamical aspect [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22]. Much of our algorithmic work has been
about learning dynamical models such as maps [23], [24],
[25], finite state machines [26], other kinds of Markov chain
models [27], [28], and fluents [29], [30].

To build Jean we had to be precise about the form
and content of schemas, and about how they are learned.
One contribution of Jean is that it realizes schemas and
learning methods in computer programs, particularly, our
Image Schema Language [31] and the Experimental State
Splitting algorithm. The project is less than a year old, so
it provides more conjectures than results, but the conjectures

are worth stating: It will be possible to provide a relatively
small, core set of schemas and a general algorithm to learn
others as they are needed or indicated by experience. We are
betting on a compositional account of knowledge, in which
newly learned stuff is assembled from previously learned and
appropriately modified components. Schemas will have to
be more than the declarative, logical structures proposed by
AI researchers over the decades; they will have to include
behavior-generating controllers, dynamic maps, deictic vari-
able bindings, and causal theories; these components will
not all develop simultaneously. The transfer of schemas
between situations will prove to be the most significant
research challenge, and some transfer will be initiated by
pre-schematic, amodal representations.

II. THE IMAGE SCHEMA LANGUAGE

Image schemas are representations that are “close” to
perceptual experience. They are sometimes presented as as
re-descriptions of experience. Their popularity is due to their
supposed generality and naturalness: So many situations are
naturally described in terms of paths, up-down relations, part-
whole relationships, bounded spaces, and so on. Even non-
physical ideas, such as following an argument, containing
political fallout, and feeling “up” or “down,” seem only a
short step from image-schematic foundations [3], [4], [5].

These ideas are attractive but vague, as we discovered
when we tried to build a formal Image Schema Language
(ISL) [31]. Published accounts of schemas are often ambigu-
ous; for example, a path might be any directional sequence of
locations, or a sequence of locations that are marked by some
physical attributes, or a sequence of locations one intends to
visit, or a sequence of locations another intentional agent has
visited, and so on.

We found it necessary to distinguish three kinds of image
schema. Static schemas describe unchanging arrangements
of physical things; dynamic schemas describe how the en-
vironment changes; and action schemas describe intentional
aspects of static and dynamic schemas. Thus, the action
schema for “approaching” includes a path (a static schema)
but gives it the intentional gloss that it is the path one intends



to follow (or is following). Moving might be intentional or it
might simply be the result of force acting on an object. Both
cases involve a path, but the latter is described by a dynamic
schema, not an action schema.

All image schemas in ISL include variables that are bound
to objects in the environment. Dynamic schemas also include
maps which describe how relations (such as distance) change
over time [24], [15], [23]. Action schemas also contain
controllers that control behavior. For instance, Jean’s schema
for “approaching” binds its variables to the approaching
object (typically Jean) and the approached object, a map that
shows how distance between the objects changes over time,
and a controller that makes Jean move toward the location
of the object it is approaching. Eventually, schemas will also
be augmented with causal relations (see Sec. V).

The structure of dynamic and action schemas is described
in Section III. The rest of this section is primarily about static
image schemas.

As represented in ISL, image schemas are objects, in
the sense of the object-oriented data model. Each schema
has a set of operations that determine its capabilities. For
example, operations for a basic container schema include
putting material into a container and taking material out. Each
schema also has a set of internal slots that function as roles in
a case grammar sense [32]. Slots permit image schemas to be
related to each other through their slot values. For example,
the contents of a container can be other image schemas.

To construct more complex schemas from simpler ones,
Jean has a mechanism called interpretation, which, in object-
oriented terms is like an extended form of delegation.
Interpretations map from one or more specifications of a
“source” image schema to a “target” schema. For example,
we would probably first think to represent a room as a
location, or as a bounded space (i.e. a region), but from a fire
marshall’s perspective it would be useful to interpret a room
as a container with a capacity of some number of people.
Interpretation gives us flexibility in evaluating the proper-
ties of some domain in terms of image schemas; different
(even conflicting) interpretations of the same situation can
be maintained simultaneously. Interpretation is also critical
to metaphorical extension and bears relations to analogical
mapping [33].

To illustrate schemas in ISL, it will be helpful to walk
through an example, which we take from our work on
representing chess patterns. Consider a chess board in which
the Black queen has the White king in check. In image
schema terms, we say that there exists a path from the
queen to the king. In ISL, we generate a path schema,
which contains a set of locations, as shown in Figure 1.
Representing a path simply as a set of locations gives us
generality, but here it’s important that the queen can traverse
the path in the situation that holds currently on the board.
This is captured by an interpretation of the path as a set

of directional linkages from each location (a source) to the
next on the path (a destination). Another piece of domain
information is that no location can be occupied by more than
one piece at a time. This is represented by an interpretation
of each location as a container with a capacity of 1. When
a piece moves to a location, the container reaches capacity
and yet another image schema, empty/full, is automatically
created, indicating that the location is full.

Fig. 1. Representing blockage in ISL.

Given these image schemas, their relationships, and the
operations that they support, it becomes possible to reason
about the situation and the possible responses White can
make to counter the threat of the queen. The check exists
because the path from the queen to the king is traversable.
Traversability for a path schema is defined, in words, as
follows: a path can be traversed when every linkage between
successive locations can be traversed. Traversability for a
linkage schema, in turn, is allowed when its source can be
entered and its destination can be exited. Basic locations have
no built-in constraints on entering and exiting, but when a
location is interpretable as a container, this changes. One
cannot add more to a container that has reached capacity.
The interpretation relationships between these schemas cause
changes to propagate outward: a full container cannot be
added to; its location cannot be entered; a directional linkage
cannot be traversed (via its source); a path cannot be traversed
(due to a non-traversable linkage). The result is a new
image schema, blockage, which is created when a container
representing a location that acts as the source of a directional
linkage in a path becomes full. The contents of the container
constitute the blocker. This structured combination of image
schemas—locations, path, linkages, blockage, and so forth—
can be stored away in memory for later retrieval, limiting the



need for a complete reconstruction of the combination from
scratch.

The ISL representation provides a description of the sit-
uation in the form of a structured combination of image
schemas. Compare this combination with how we might
describe a tactic in chess: “When an opponent’s piece puts
your king in check, you can counter by moving another
piece into its path.” The combination of schemas captures
the essence of this natural language description. The repre-
sentation is general, abstracting away the specific positions
of the pieces, the existence of other pieces, even the identity
of the attacking piece. The generality of the representation
can also be seen in that its substructure maps to other basic
concepts in chess. By using object schemas that include
information about the color of a piece, we can use the
path/linkage substructure to represent a threat of one piece
on another, when the colors of the pieces are different; if
they are the same, we can represent a defense relationship.
The representation also supports the ability to reason about
emergent structure. White might have a dozen possible moves
in the situation given in the example, but few of them will
be appropriate (or even legal). One of White’s most plausible
responses, in terms of image schemas, is to recognize that
the situation is a partial match to a blockage schema (which
does not yet exist), and that a specific response will lead
to the creation of the blockage. Rather than reasoning about
the low-level properties of individual pieces, White reasons
using tactical abstractions. Other chess concepts similarly
lend themselves to abstraction that can be naturally captured
by image schemas: application of force on the opponent’s
king (even if the king is never put in check), balance in the
distribution of pieces on the board, control of the center of
the board, and so forth. Lower-level descriptions of moves
(e.g., based on paths alone) are not inaccurate, but they fail
to capture the reasons behind the moves.

III. LEARNING: EXPERIMENTAL STATE SPLITTING

Jean learns new schemas in two ways, by composing
schemas and by differentiating states. Both are accomplished
by the Experimental State Splitting (ESS) algorithm. We first
describe the data structures ESS produces and operates over,
and then describe how they are learned. Given some new en-
vironment, ESS tries to construct a finite state machine model
of the environment, using schemas as the basic building
blocks for describing states and actions. ESS differentiates,
or splits, states by identifying predictive patterns of schema
instantiation observed while interacting with the environment.
The agent’s model of the world is extended by creating new
states that incorporate these schemas. The execution of action
schemas transitions the agent between states. The resulting
finite state machine can be solved for a policy to attain some
chosen goal state in the state space. We call these learned
machines for achieving specific goals gists. Gists may, in

turn, be used as composite actions in future state machines
when the agent is faced with a new environment.

Figure 2 illustrates a gist for approaching and contacting a
cat. In the scenario this gist was learned, the cat is animate,
capable of producing, at will, a number of actions including
sitting still, walking or running away. At the same time, the
cat does respond to the distance and movement of Jean. In
particular, if Jean moves toward the cat rapidly, the cat will
run away; if Jean approaches slowly, the cat will tend to keep
doing what it is doing. Because of these behaviors, there
is uncertainty in Jean’s representation of what the cat will
do, but the general rule about how to approach the cat is
represented in the gist. Namely, the only way to catch the
cat is to first get into state s2, where the cat is nearby and
not moving quickly, and then to move fast toward the cat,
reaching state s1. All other patterns of movement leave the
robot in states s3 or s4. This corresponds to the strategy of
slowly sneaking up to the cat and then quickly pouncing on
it to catch it.

State s3 of Figure 2 is comprised of two ISL schemas:
an object schema that binds its deictic variable to the cat,
and a near-far schema that binds its two deictic variables
to the robot (i.e., Jean) and the cat, respectively. The near-
far schema also asserts that the cat is more than six units
away from the robot. s3 is associated with two action
schemas, fast-approach-object (F ) and slow-approach-object
(S), represented as arcs leaving s3. Not pictured in the figure,
but part of the representation of the approach action schemas,
is the dynamic map that describes the dynamics of distance
as one entity approaches another; we will describe the map
in a moment.

Fig. 2. A learned composite action schema for catching a cat

Jean learns gists by interacting with objects in a simulated
world. To date, Jean has learned gists for interacting with



walls (which are inanimate and static), balls (inanimate yet
dynamical), and cats (animate, intentional and dynamical).
To learn a gist like the one in Figure 2, Jean repeatedly
retrieves action schemas from its memory, runs the associated
controllers, producing actions, specifically slow and fast
movement to a location; assesses the resulting states, and, if
the transitions between states are highly unpredictable, Jean
splits states to make the resulting states more predictable.
In fact, the three states, s2, s3 and s4 were all originally
one undifferentiated state in which Jean moved either fast or
slowly toward the cat. Its inability to predict whether it could
catch the cat drove Jean to differentiate states, resulting in
the gist we have been discussing.

The ESS algorithm can be described in familiar policy-
learning terms. We assume only that Jean has a goal state
and an initial non-goal state. The following outlines the ESS
procedure:

• Initialize with two states in our state space, S0 =
{s0, sg}, where sg is the given goal state.

• While ε-optimal policy not found:
– Gather experience: accumulate data for the transi-

tion probabilities p(si, aj , sk).
– Find state schema si or action schema ai(si) to

split that maximizes the entropy score reduction of
the split: H(si, ai) −min(H(sk1 , ai),H(sk2 , ai)),
where sk1 and sk2 result from splitting si, or
H(si, ai)−min(H(si, ak1),H(si, ak2)), where ak1

and ak2 result from splitting ai.
– Split si ∈ St into sk1 and sk2 , and replace si with

new states in St+1, or split ai into ak1 and ak2 and
replace ai with new actions in A(si).

– Continue to gather experience, and re-solve for
optimal plan in St+1

St is the entire state space at time t. A is the set of all
actions, but A(s) ⊂ A are the actions that are valid for state
s ∈ S. A(s) should be much smaller than A. H(si, aj) is
the boundary entropy of a state-action pair, where the next
observation is one of states in St. A small boundary entropy
corresponds to a situation where executing action aj from
state si is highly predictive of the next observed state. Finally,
p(si, aj , sk) is the probability that taking action aj from state
si will lead us to state sk.

Jean searches for schemas or state variables that predict
state transitions, and uses these to split states. Figure 3
shows the distinctions that Jean draws in the process of state
splitting. First, the algorithm begins with an undifferentiated
non-goal state. Then, it learns that the type of object is
an important predictor of whether or not it can catch the
object. Balls are easy to catch, whereas cats are hard to catch.
From here, the algorithm recognizes that distance is also an
important factor in determining whether or not it can catch

a cat. When it is near the cat, executing a fast-approach-
object (F ) will frequently lead to success in catching the
cat, whereas when it is fara way from the cat, F does not
usually result in catching the cat. Thus, the algorithm splits
on distance with a threshold of 6, where <= 6 is considered
near, and > 6 is far. Finally, the algorithm may notice that
even when Jean is near the cat, sometimes it does not succeed
in catching the cat. This might be because the cat is already
moving away from the agent with some speed. Thus, ESS
may do a final split based on the velocity of the cat. This
process leads to the states s2, s3, s4 and s5 that we see in
Figure 2.

ESS splits states that have high boundary entropy, given
data accumulated by interacting with its environment, always
trying to find state descriptions that produce a low-entropy
sequence of actions that end in the goal state. Because time
is continuous in Jean’s environment, Jean needs a way to
find states in time series of sensor data. Usually, states are
found by recognizing them in sensor data, given schemas that
describe states, as shown earlier. But sometimes, when Jean
enters an unexplored part of its state space, and when it needs
to find schemas in a state description that serve as a basis
for state splitting, it needs to extract novel state descriptions
from sensor data. To do this, Jean uses a simple heuristic:
States change when several state variables change more or
less simultaneously. This heuristic is illustrated in Figure 4.
The upper two graphs show time series of five state variables:
headings for the robot and the cat (in radians), distance
between the robot and the cat, and their respective velocities.
The bottom graph shows the number of state variables that
change value (by a set amount) at each tick. When more than
a set number of state variables change, Jean concludes that
the state has changed. For example, between time period 6.2
and 8, Jean is approaching the cat, and the heuristic identifies
this period as one state. Then, at time period 8, several
indicators change at once, and we recognize that we are in

NIL

OBJECT BALL OBJECT CAT

NEAR-FAR ROBOT CAT: DISTANCE <= 6 NEAR-FAR ROBOT CAT: DISTANCE > 6

MOVEMENT CAT: VELOCITY <= 5 MOVEMENT CAT: VELOCITY > 5

Fig. 3. ESS uses schemas and schema properties to extend state descriptions
and create new states. This process “splits” less predictive states into two or
more states which better predictive qualities, resulting in the tree structure
shown above that describes the space of all the states that are created. Leaf
nodes correspond to the entire state space, where each leaf node is a state
which a state description that includes all of the schemas from the leaf to
the root node of the tree.



a new state, one which corresponds to the cat moving away
from Jean. The regions between these changes become the
dynamic maps associated with dynamic and action schemas,
and the active ISL schemas in these regions are bundled
together into composite dynamic and action schemas such
as “s2: Object : Cat ; Near-Far : Robot, Cat :Distance ≤ 6 ;
Movement Cat : Velocity ≤ 5.”

IV. THE ARCHITECTURE OF JEAN

The main functional components of Jean are illustrated
in Figure 5. Over time, Jean builds up a repository of
schemas and gists, all represented in the Image Schema
Language (ISL), as described above. When Jean has a goal,
such as catching a cat, it retrieves appropriate gist and
runs its controller, which means taking the actions that
produce transitions between states. The component of Jean
that runs schemas is called the behavior generator. Exercising
schemas produces sensory data, and lots of it. The job of
the interpreter is to retrieve and instantiate (i.e., bind the
deictic variables of) schemas from the repository. Obviously,
Jean will try to interpret the sensory data in terms of the
schemas in the gist it is running; for example, if it is trying
to catch a cat, then it will prefer to interpret the sensory
data as matching the states in Figure 2. Sometimes, though,
the fit is poor, and another schema in the repository does a
better job of explaining the sensory data. And sometimes, it
is necessary to construct a novel static, dynamic or action
schema as described in the previous paragraph.

The interpreter produces an interpretation, which Jean uses
to update the conditional probabilities of state transitions
within gists. This cycle of acting, interpreting, and updating
state transition probabilities can go on for a long time, but
eventually Jean decides that a state in the gist it is running
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Fig. 4. New states are extracted by cutting multiple time series at places
where multiple state variables change simultaneously.

has high enough boundary entropy to warrant splitting. The
functional component labeled Experimental State Splitting
does this, and the new gist is stored in the gist repository. The
other components in Figure 5 are described in the following
section.

V. FUTURE WORK

Jean is very young and has had limited experience in a
single domain, interacting with simulated cats and balls. Our
first priority is to give Jean a lot more experience with other
kinds of objects in this domain. We also will add structural
features, particularly walls, to the environment.

One of the more interesting conjectures about Jean is that
it will transfer schemas from one domain to another. In our
view, transfer means using a gist in a novel situation and,
if it doesn’t work, modifying it as appropriate. This process
is reminiscent of one Piaget called accommodation. We are
currently testing transfer in the following protocol: There are
two situations, call them A and B, and a gist is learned in A,
and another gist, for a particular goal, is required in situation
B. The control condition is to learn the gist for B without
access to the gist for A. The treatment condition is to allow
Jean access to the gist for A, which, if transfer is working,
will have the following expected effects: Performance in B
may be immediately better (because the gist for A, though
not perfect, may suffice to accomplish the goal in situation
B, if only sometimes), and the gist for B will be learned
faster (because the gist for A is almost right, and so Jean
need only learn appropriate modifications). We are testing
Jean with this protocol with four A,B pairs: A is catching a
ball, B is catching a cat; A is catching a cat, B is catching
a cat in an environment that has walls; A is catching a cat,
B is ambushing a squad in a completely different domain, a
simulation of small-unit tactical warfare. If the experiments
show boosts in learning rates due to transfer, this will go
some way to providing concrete evidence for the claim that

Behavior
generator

Sensorimotor
data

Interpreter

Interpretation

Experimental
State Splitting

Causal
hypotheses

Experiment
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ISL

Gists

Schemas

Fig. 5. The main functional components of Jean



image schemas underlie knowledge in many domains.
Another line of development for Jean is intimated by the

word “experimental” in Experimental State Splitting, and by
the boxes labeled causal hypotheses and experiment planner
in Figure 5. State splitting finds factors that reduce the
entropy of state transitions, or conversely, increase the pre-
dictability of these transitions. Not all predictive relations are
causal, however. While the nature of causal relations is itself
a subject for discussion, one account is quite popular and
serves our purposes in the Jean project. The counterfactual
theory of causality says X causes Y iff X precedes Y, and X
and Y covary, and X is necessary to affect Y. The necessity
condition is framed as a counterfactual: ¬X → ¬Y . The
problem with this theory is that it does not distinguish true
causes from mere conditions; for instance, a wire is necessary
for electricity to travel from a light switch to a light bulb, but
we would not call a wire the cause when we turn on the light.
A heuristic to get around this is to assign counterfactually
necessary and proximal actions to X’s in causal models. Thus
flipping a light switch, being the most proximal action to
illumination, and counterfactually necessary, is a candidate
cause.

It is easy to find actions that are proximal to effects, and
to formulate counterfactuals relating these actions to effects.
These counterfactuals serve as causal hypotheses for Jean
to try to refute. At this point in the project, we have not
decided whether Jean will actively plan experiments to test
its hypotheses, or will simply match its experiences against
active hypotheses, looking opportunistically for refuting evi-
dence. In either case, Jean will develop causal models of its
action schemas, and will learn not only what works, but why
it works.
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