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Abstract 

Exploratory data analysis (EDA) plays an increasingly important role in statistical analysis. EDA is difficult, however, even with the help 
of modern statistical software. We have developed an assistant for data exploration, based on AI planning techniques, that addresses some of 
the strategic shortcomings of conventional software, This paper describes the design and behavior of the system and discusses an experi- 
mental evaluation that demonstrates the effectiveness of our approach. © 1998 Elsevier Science B.V. All rights reserved. 
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I. Introduction 

Exploratory data analysis (EDA) has come to play an 
increasingly important role in statistical analysis. Modern 
computer-based statistics packages contain a rich set of  
operations, suitable for almost any EDA application. 
These systems are nevertheless limited; they are almost 
completely lacking in strategic ability. Imagine a statistical 
system with both a set of  basic exploratory operations and a 
set of strategies for applying them. A user might say: "Gen-  
erate a linear fit for this bivariate relationship." The system 
then generates a least-squares or perhaps a resistant fit, 
checks the residuals for indications (e.g. curvature, outliers, 
unequal variance), performs appropriate transformations, 
iteratively refits the data if necessary, and reports all inter- 
esting results. The user might say: "There are clusters in 
this relationship," prompting the system to search for 
potential relationships between the clusters, to examine 
the behavior of  the data internal to each cluster, to search 
other variables and relationships for similar behavior, and to 
present its findings. Further, the same system might initially 
suggest one of these lines of  analysis, based on its own 
evaluation of  the data. This system, instead of  being a repo- 
sitory of  statistical tools and techniques, comes closer to 
acting as an automated statistical assistant. 

Two properties let us call a system an assistant rather than 
a sophisticated toolkit. First, an assistant is at least partly 
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autonomous. We can give an assistant general instruc- 
tions and let it make its own decisions about how to 
carry them out. Second, an assistant responds to guidance 
as it works. An automated system will inevitably make 
mistakes from time to time, so its reasoning process (past 
decisions as well as current ones) must be available to 
the user for approval or modification. A responsiveness 
to the guidance provided by human knowledge of context 
has been termed 'accommodation'  [15]. An accommodat- 
ing system takes advantage of human knowledge to aug- 
ment its own necessarily limited view of the world. The 
combination of  autonomy with accommodation lets 
the human data analyst shift some of  the routine or 
search-intensive aspects of  exploration to an automated 
system, without giving up the ability to review and guide 
the entire process. 

We have developed an assistant for intelligent data 
exploration called AIDE. AIDE is a knowledge-based plan- 
ning system that incrementally explores a dataset, guided by 
user directives and its own evaluation of  the data. Its plan 
library contains a set of  strategies for generating and inter- 
preting indications in data, building appropriate descriptions 
of  data, and combining results in a coherent whole. The 
system is mixed-initiative, autonomously pursuing high- 
and low-level goals while still allowing the user to inform 
or override its decisions. 

This paper begins with an example of  an exploratory 
session, which describes the capabilities we expect of  an 
automated assistant - capabilities that AIDE provides. We 
then discuss the issues in AIDE'S mixed-initiative design. 
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Fig. 1. Initial relationship. 
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The paper ends with an account of an experimental evalua- 
tion of the system. 

2. Exploring data 

We can best understand AIDE'S behavior with an exam- 
ple, which we take from an experiment with AIDE, a simula- 
tion of forest fires and fire-fighting agents in Yellowstone 
National Park [5]. The experiment involved setting a fire at a 
fixed location and specified time, then observing the 
behavior of the fireboss (the planner) and the bulldozers 
(the agents that put out the fire). Variability between trials 
is due to randomly changing wind speed and direction, non- 
uniform terrain and elevation, and the varying amounts of 
time agents take in executing primitive tasks. In this experi- 
ment forty variables were collected over the course of some 
340 AIDE trials, including measurements of the wind speed, 
the outcome (success or failure), the type of plan used, and 
the number of times the system needed to replan. We 
became interested in the relationship between the time it 
takes the planner to put out a fire (Duration) and the amount 
of fireline built during the trial (FirelineBuilt). Fig. 1 shows 
a scatter plot of these two variables. 

The dialog below shows how the user interacts with AIDE 
in exploring the dataset, beginning with the analysis of this 
relationship. For conciseness, the exchange is presented as a 
natural conversation; the dialog actually takes place within a 
statistical interface, through menu item selections, active 
object selection, typed input and output, and graphical dis- 
plays. The information exchanged on the part of both con- 
versants, however, is accurately rendered. 

AIDE: (FirelineBuilt, Duration) has these indications: high correlation 
(r = 0.93); outliers in both FirelineBuilt and Duration; 
clustering. Suggested courses of  action are (1) generating a 
linear fit and (2) exploring clusters. 

USER: Why the linear fit? 
AIDE: A linear fit can be appropriate for relationships with high 

correlation. 
USER: Why the given ordering of actions? 

AIDE: When there is a high correlation and no evidence of extreme 
outliers, we fit a line before trying other possibilities. 

U S E R :  Okay. 
AIDE: (Generates linear fit, as shown in Fig. 2.) A three-group resistant 

line is appropriate; its intercept is - 0.96, its slope 0.0017. There 
are outliers in the residuals, as well as evidence of clustering. 

USER: Show recent decisions. 
AIDE: ( 1 ) With the goal of  exploring (FirelineBuilt, Duration), it was 

decided to fit a line. The active alternative is to explore clusters. 
(2) With the goal of  fitting a line, the system chose a resistant fit, 
without consultation. Alternative is a regression tit. 

USER: Back up a step. 
AIDE: In fitting a line to the relationship, the possibilities are a resistant 

fit, which is in progress, or a regression fit, which has not started. 
USER: Execute the regression fit. 
ALOE: (Generates regression fit, as shown in Fig. 3.) The regression line 

has an intercept of  - 2 . 7 3  and a slope of 0.0019; r 2 = 0.57. There 
are outliers in the residuals, as well as evidence of clustering. 
The slope of the regression line is 1.13 times the slope of the 
resistant line. 

USER: Make a note: The relationship (FirelineBuilt, Duration) is linear, 
with high confidence, despite indications of outliers and 
clustering. Prefer the regression fit. 

AIDE: (Accepts note.) 
USER: Okay. 
ALOE: (Considers linear fit phase to be complete.) The possibilities 

remaining to explore (FirelineBuilt, Duration) are ( 1 ) the linear 
fit, which is in progress, and (2) cluster exploration, which has 
not started. 

USER: Okay. 
AIDE: (Begins cluster exploration.) There are several different ways 

(FirelineBuilt, Duration) can be broken into clusters. (Displays 
identifiers for potential clustering criteria: single-linkage clusters 
in FirelineBuilt, regions of constant values in FirelineBuilt, etc. 
Also displays similarity between resulting clusters.) 

USER: Show constant FirelineBuilt clusters. 
AIDE: (Displays clusters, as shown in Fig. 4.) 
USER: Explore clusters. 
ALOE: (Isolates clusters, as shown in Fig. 5.) 

The analysis eventually determines that the vertical clus- 
ters are an effect of not having to replan; that is, obser- 
vations fall into clusters only when the variable #Replans 
has a value of 0. A better view of the general pattern of 
clustering is given by each cluster's central location, its 
median FirelineBuilt and Duration value. Once the clusters 
have been reduced to a set of representative values, they can 
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Fig. 2. Resistant fit. 
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Fig. 3. Regression fit 
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Fig. 5. Vertical clusters isolated. 
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be described in turn. These points also follow a linear 
pattern, with a slope slightly less than that of the line fitting 
the entire partition. Associating each cluster with a unique 
identifier leads to the additional finding that the discrete 
variables WindSpeed and PlanType together strongly pre- 
dict cluster membership; a scatter plot of the clusters, 
colored by wind speed, is shown in Fig. 6. 

The exploration continues, but this short dialog charac- 
terizes the general behavior of the system and its interaction 
with the user. AIOE'S analysis is comparable to an explora- 
tion of the same data originally carried out by hand [4]. 

3. M i x e d - i n i t i a t i v e  as s i s tance  

AIOE'S design exploits a striking similarity between inter- 
active data exploration and planning [22,23], especially par- 
tial hierarchical planning [8]. Briefly, a partial hierarchical 
planner has these properties: 

A plan library: A great deal of procedural knowledge is 
not generated from scratch when required, but rather 
retrieved from memory of past experience. A partial hier- 
archical planner maintains a library of general-purpose and 
specific plans. 

Hierarchical plans: Plans in the library are not necessa- 
rily elaborated down to the level of primitive operators; they 
often specify behavior in terms of subgoals. A plan to build 
a house, for example, might contain two high-level goals: 
'Lay the foundation' and 'Erect the walls'. 

Explicit control: A plan may establish an explicit proce- 
dural specification for the way its component subgoals are to 
be satisfied, or actions to be executed. Control may be 
sequential, conditional, iterative, or some more specialized 
combination. For example, the house-building plan would 
probably specify, 'First lay the foundation, and then erect 
the walls'. 

Interleaved generation and execution: The planner may 
execute a plan that has not yet been completely elaborated to 
the operator level; for example, one might want to complete 
the foundation before deciding where to put walls. 

Meta-level reasoning: When more than one plan can 
potentially satisfy a single goal, this results in a focus 
point, at which the planner must choose a single plan to 
continue with the exploration. As plans execute, a network 
of such focus points is created. The planner may opportu- 
nistically revisit and modify focus point decisions in order 
to follow the most promising path to a solution. 

This kind of planning is well-suited to exploration. EDA 
makes use of abstraction, problem decomposition, and 
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procedural knowledge, three defining characteristics of 
planning [14]. Further, EDA is reactive. One cannot anti- 
cipate every pattern that might possibly appear in the data; 
rather, the analysis is driven by the data, which argues for 
integrating the generation and execution of procedures. In 
addition, exploratory procedures often need explicit control. 
Some common EDA techniques, like resistant line genera- 
tion, smoothing, and lowess, are iterative, while other tech- 
niques need sequencing, conditionals, mapping, and other 
kinds of control. Finally, exploration is constructive. An 
exploratory result is not simply a graph or a statistical sum- 
mary, but also includes a set of supporting decisions, which 
give the context for results to be interpreted appropriately. 

AIDE'S library contains about a hundred plans, at different 
levels of detail. These plans are intended to capture 
elements of common statistical practice, such as the exam- 
ination of residuals after fitting a function to a relationship, 
the search for refinements and predictive factors when 
observing clustering, the reduction of complex patterns to 
simpler ones, and so forth. The plans lack a human-level 
knowledge of subject-matter context - what the data actu- 
ally mean - but they are sensitive to the procedural context 
in which they are applied. 

AIDE plans as follows. When a dataset or relationship is 
presented to the system, a goal is established for its explora- 
tion. The planner searches through its library for an appro- 
priate plan and expands it, that is, establishes a set of new 
subgoals to be satisfied. These subgoals are satisfied in turn 
by plans from the library. Goals can also be satisfied directly 
by primitive actions, which execute code directly rather than 
establishing new subgoals. This process is more complex 
than it might initially appear: often, several plans in the 
library can satisfy a single goal, and there may be an 
unlimited number of ways to bind a given plan's internal 
variables to different values. For each decision, or focus 
point, the planner relies on a set of control rules to decide 
which plan or variable binding to select. As planning con- 
tinues, the planner may sometimes backtrack to one of these 
focus points to make a different selection. The process con- 
tinues until the goal at the top level has been satisfied. Thus, 
we cast exploration as a problem of constructing and navi- 
gating through a network of decisions, represented by focus 
points. Execution of each primitive action generates one or 
more new results; the network combines all the findings. 

Let us return to our notions of autonomy and accommo- 
dation, to see how they are supported by this process. As 
might be expected, autonomy is provided by the focus point 
network and the library of plans. At any point in the explora- 
tion AIDE considers one decision to be its current focus of 
attention. The system acts autonomously by making this 
decision without consulting the user. Because plans reflect 
common statistical practice, this behavior often has the 
effect of anticipating the user's actions. Not all decisions 
are handled this way; for some types of more difficult deci- 
sions, the default behavior is to stop and ask the user how to 
proceed. In these cases AIDE will present its own advice as 

well, but it will not proceed without an acknowledgment or 
an explicit directive from the user. 

As to accommodation, AIDE can be used as a conven- 
tional menu-based statistics package. Menu choices let the 
user load a dataset, compose variables into relationships, 
compute summary statistics, generate linear models, parti- 
tion data, run statistical tests, and so forth. These menu 
operations are tied internally to the focus point network, 
so that if the user tells AIDE to run a regression of y on x, 
the system will search through the network to find a decision 
point associated with selecting relationships, find or create 
an appropriate branch for (x,y), and then incrementally 
select a sequence of plans that run the regression, explore 
the residuals, evaluate the results, and so forth. All this 
remains invisible to the user, who sees only the result. At 
this point the user can select another relationship or statis- 
tical procedure and proceed. The important aspect of this 
interaction is that the user is not constrained to consider only 
those decisions AIDE considers relevant, but can pursue his 
or her own goals in the exploration. 

Beyond providing access to conventional statistical 
operations, AIDE gives the user an explicit representation, 
through the focus point network, of the decision-making 
process. Further, the network lets the user explicitly direct 
AIDE'S actions. When AIDE reaches a focus point, its deci- 
sion at that point can be reviewed and potentially modified 
by the user. In fact, all decisions made by the user or the 
system are available for review and possible revision. 

AIDE is designed to support mixed-initiative interaction. 
In a mixed-initiative system, the user and the machine both 
contribute to a problem solution - formulation, develop- 
ment, analysis, repair - without the need for a constant 
exchange of explicit instructions [3]. James Allen has iden- 
tified three distinguishing characteristics of mixed-initiative 
planning, by analogy to dialog behavior. Mixed-initiative 
planners support flexible, opportunistic control of initiative, 
the ability to change focus of attention, and mechanisms for 
maintaining shared, implicit knowledge [1]. We can inter- 
pret these criteria in our design as follows. The plan library 
provides the planner its representation of shared knowledge 
about reasonable courses of action, while the network of 
focus points gives the current state of the exploration. Chan- 
ging focus of attention means deciding which focus point 
should next be under consideration to extend the explora- 
tion. Flexible control of initiative is a matter of deciding 
whether the system or the user should make the next 
move in selecting a new focus point or making a decision 
at the current one. 

4. Evaluation 

Evaluation focused on a simple hypothesis: 

Hypothesis 1. Exploration is more effective with AIDE than 
without. 
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We also considered two subsidiary issues related to the 
human element in exploration. One danger in increasing 
the autonomy of a system is that its less predictable behavior 
may cause users to mistrust its results. In contrast, an ideal 
assistant would cause users to be more confident in results 
generated with its help. Phrased as a hypothesis, 

Hypothesis  2. AIDE'S assistance improves user confidence 
in results. 

In our evaluation this turned out not to be the case, with one 
suggestive exception. Fortunately, however, neither did the 
converse hold: AIDE'S participation did not reduce 
confidence. 

Much of  the literature in statistical expert systems (and 
collaborative systems in general) holds that an important 
factor in successful exploration is the contextual knowledge, 
or knowledge of  what the data mean, that a user brings to 
bear [12,15,24]. Our experiment also attempted to quantify 
this factor and determine its influence on exploration. In 
other words, we wished to show that 

Hypothesis  3. The presence of  contextual knowledge influ- 
ences the effectiveness of  exploration. 

A finding in either direction would prove enlightening: per- 
haps a statistical assistant can compensate for a lack of  
contextual knowledge, giving better performance for situa- 
tions in which a user knows little about the data under 
consideration; alternatively, it might be more effective 
in augmenting existing contextual knowledge. Our 
results were not conclusive, but were suggestive of  the latter 
case. 

4.1. Experimental design 

The experiment involved testing subjects under two con- 
ditions. In the USER + AIDE condition, subjects explored a 
dataset with AIDE'S help, while in the UsERALONE con- 
dition, subjects explored a dataset in a similar statistical 
computing environment, but without active interaction 
with AIDE. AIDE'S effectiveness was then determined by 
measuring differences in performance between the two 
conditions. 

Several factors can potentially confound an experiment 
like this: different subjects may have different facility with 
EDA techniques; user interaction may be different under the 
two conditions; the datasets to be explored may contain 
different types of  structure and patterns; and the order in 
which conditions are presented to subjects may make a 
difference. 

To control for these and other effects, we set up the 
experiment as follows. All subjects explored the same two 
datasets, one in the USER + AIDE condition and the other in 
the USERALONE condition. The interface was identical 
in both cases, lacking only AIDE functionality in the 
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USERALONE condition. The datasets contained artificial 
data, generated by similar but not identical means, to 
provide equivalent problems to be solved in both condi- 
tions. The dataset/condition assignment was randomized, 
as was the order in which the datasets were explored. 
Because of  the time and effort involved in overseeing 
individual trials, which lasted on the order of  four 
hours per subject, the experiment was limited to eight 
subjects. 

The generation of  a dataset followed roughly this proce- 
dure. Start with a directed acyclic graph of  twenty nodes. 
Each node corresponds to a variable. Associate with each 
node a simple function of  the arcs from its incoming vari- 
ables; for example, if a node c has arcs from a and b, the 
function might be c = a × b - b + ~, where e is normally- 
distributed noise. Nodes with no incoming arcs, or exogen- 
ous nodes, are associated with specific distributions. A row 
of the dataset is computed by sampling from each exogen- 
ous node's distribution, and 'pushing' these values through 
the rest of  the graph. By repeating this process many times, 
we can collect as many rows as we need. The two datasets 
for the experiment were generated from graphs almost iden- 
tical in structure and with comparable distributions and 
functions attached to the nodes and arcs. In the experiment, 
subjects were instructed to identify the direct relationships 
in the data and to describe them (i.e., as linear relationships, 
clusters, power relationships, and so forth). 

It is important to note that in no sense was AIDE tuned to 
the specific patterns in these datasets. The system develo- 
pers had no role in building the data generator and pro- 
ducing the datasets, and there was no contact with the 
data before the experiment with AIDE began. 

Our measurements in the experiment mainly concerned 
accuracy. In each condition c a subject s makes some num- 
ber of  observations: Ocs = oc~1 ..... o,.~k. We can classify each 
observation as correct or incorrect. By 'correctness' we 
mean that the subject has associated an appropriate descrip- 
tion with one of  the direct relationships in the model that 
generated the data. The first measure,/3, is the mean number 
of  correct observations made, 

k 

Z C°rrect(°csi) 
/ ~  i=l  

k 

where k is the number of  observations the subject makes in a 
condition and Correct? is a function that returns 1 if an 
observation is correct, 0 otherwise. Informally, ~0 for a 
given subject gives the probability that one of  his or her 
observations is correct. 

The/5 performance measure takes both correct and incor- 
rect judgments into account, which may sometimes be 
deceptive. We would like to distinguish, for example, 
between a subject with a p of  0.5 for a large number of 
observations and another subject with the same p score for 
many fewer observations. Another measure, which we call 
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Table 1 
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(/3, 7) and total correct (k~,kT) observations per subject 

p ~p 7 k7 

AIDE ALONE AIDE ALONE AIDE ALONE AIDE ALONE 

Subject 1 0.29 0.34 4.0 5.5 0.538 0.455 
Subject 2 0.39 0.29 3.5 3.5 0.667 0.417 
Subject 3 0.50 0.21 3.0 1.5 0.875 0.285 
Subject 4 0.56 0.37 10.0 7.0 0.632 0.579 
Subject 5 0.44 0.29 4.0 2.0 0.556 0.500 
Subject 6 0.34 0.50 4.5 5.5 0.571 0.583 
Subject 7 0.50 0.07 3.0 1.0 0.500 0.429 
Subject'8 0.59 0.36 6.5 1.5 0.667 0.500 

7 5 
6 5 
7 2 
12 11 
5 3 
8 7 
3 6 
8 2 

k/5 for consistency, considers number of  correct obser- 
vations alone: 

k 

kp = ~ Correct(Ocsi). 
i=1 

We will also consider a refinement of  these two measures. 
Performance contains two components: identifying a signif- 
icant variable or relationship and correctly describing it. We 
thus considered two further measures, i and kT, which are 
comparable to p and kp but call an observation 'correct'  
simply if a direct relationship is identified, ignoring its 
descriptive form (linear, cluster, nonlinear, etc.) 

4.2. Results 

Subject performance is shown in Table 1. A matched- 
pair, one-tailed t-test tells us that/3 and kp are significantly 
higher for subjects in the USER + AIDE condition: t = 2.217 
and 1.808, with p-values around 0.03 and 0.05, respectively. 
(We use a one-tailed test because we are interested in 
whether performance in the USER + AIDE condition is better 
than in the USERALONE condition, rather than simply seeing 
a difference in either direction.) A similar result holds true 
for 7 and ki. 

This comparison tells us that AIDE contributes signifi- 
cantly to the correctness of  a given user's observations, on 
average, and that AIDE contributes to a higher total number 
of  correct observations as well. To put this in perspective, 
we can dismiss a few plausible but trivial explanations for 
better performance in the USER + AIDE condition. First, 
subjects entered roughly the same number of  observations 
in both conditions, with a median difference of  0.5 between 
the two conditions. For all subjects, the mean number of  
observations in the USER + AIDE condition was 14.1, in 
the USERALONE condition 13.0. Improved performance 
thus depends not only on making more correct observations, 
but also on making fewer incorrect observations. Further, 
subjects directly examined about the same number of  vari- 
ables and relationships in both conditions: 73 for USER + 
AIDE, 66 for USERALONE on average per subject. The dif- 
ference between conditions is not significant, so better per- 
formance is not due to subjects simply seeing more of  the 

data in the USER + AIDE condition. It is also not the case that 
subjects in the USERALONE condition never happen upon 
the relationships and patterns suggested by AIDE in the 
USERALONE condition. Of all the correct suggestions AIDE 
made about each dataset, only one was not also tried by 
subjects in the USERALONE condition. 

Let us move to the second hypothesis. How does AIDE 
affect the confidence of subjects in the results they produce.'? 
If  we combine confidence values (taking 'high'  as l, ' low' 
as 0) for all observations made by each subject, we arrive at 
a measure of  the confidence of  a subject during each con- 
dition. The mean confidence CM of subjects in the USER + 
AIDE condition (CM = 0.599) turns out to be not signifi- 
cantly different from that of  subjects in the USERALONE 
condition (CM = 0.628). This raises an obvious question 
of  whether subjects have different confidence in observa- 
tions that turn out to be correct than they do for incorrect 
observations. In fact, this is an important point: we are 
happy if a system makes subjects confident in their activ- 
ities, but not if their results turn out to be consistently 
wrong. The results are shown in Table 2. When we break 
the dataset down into correct and incorrect observations, 
both for correct description (/3) and correct identification 
G), we find that confidence is higher for correct observations 
than for incorrect ones. The general pattern is the same for 
both measures of performance, with one suggestive 
exception. Confidence levels for correct observations are 
about the same in both conditions, but for incorrect obser- 
vations (measured by ~) confidence levels are lower in the 
USER + AIDE condition. That is, for one interesting subset of  
cases subjects have more appropriate confidence levels in 
the USER + AIDE condition than in the USERALONE 
condition. 

Table 2 
C M per subject, for correct and incorrect observations 

CM (P) CM (~) 

AIDE ALONE AIDE ALONE 

Correct means 0.68 0.69 0.66 0.66 
Incorrect means 0.56 0,58 0.48 0.56 
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These results are equivocal. The good news is that AIDE 
does not reduce user confidence, a common effect when 
complex tasks are automated and thus a serious concern 
for intelligent assistants [21]. On the other hand, we cannot 
thereby conclude that AIDE has a positive, balancing effect 
on user confidence; one of the experimental subjects noted 
that his confidence assessment depended on factors indepen- 
dent of AIDE'S autonomous activities. 

The third issue concerns the effect of contextual knowl- 
edge on performance. An analysis of variance examined the 
interaction between the condition (USER + AIDE or USER- 
ALONE) and the presence or absence of contextual informa- 
tion for observations, in the form of meaningful names for 
variables. We can summarize the analysis by saying that 
contextual cues in the data were not strong enough to lead 
subjects directly to correct descriptions (as measured by/5), 
but nevertheless point in the right direction by drawing 
attention to those relationships worth pursuing (as shown 
by 7). This result is suggestive and intuitively plausible. 

4.3. Explaining subject performance 

Now, the simple fact of the performance difference 
between the USER + AIDE and USERALONE conditions is 
not entirely satisfying. We are really most interested in 
understanding why AIDE works. For a better understanding 
of AIDE'S contribution, we divided subject actions into three 
types. Some operations are concerned with local decision- 
making: selecting a variable or constructing a relationship 
for display, examining indications, or asking the system for 
documentation of proposed actions. These are what we will 
call LocalOperations. They involve decision-making at a 
single focus point: assessing information about which vari- 
ables and relationships it would be worthwhile to describe, 
or evaluating the applicability of different operations and 
procedures to describe a potential pattern. LocalOperations 
account for 40% of the operations in the USER -Jr- AIDE 
condition. NavigationOperations are such actions as initiat- 
ing the exploration of a variable or relationship or going 
back after generating a result to select another relationship. 
In other words, these operations generate new focus points, 
or take the exploration from one focus point to another. 
Navigation is responsible for 44% of the operations in the 
USER -q- AIDE condition. Finally, ManipulationOperations 
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are a specific type of navigation operation, involving selec- 
tion of the reductions, transformations, and decompositions 
that make changes or additions to the data. Data mani- 
pulation accounts for only a small portion of the total 
number of operations. Table 3 gives a summary of the 
operations made in each condition for all subjects. Because 
the distributions are somewhat skewed, the table presents 
the median and interquartile range as well as the mean and 
standard deviation. 

The difference between the USER + AIDE and USER- 
ALONE conditions is striking. While local decision-making 
is the most important factor in the USERALONE condition, 
navigation dominates in the USER + AIDE condition. We 
infer that the navigational facility, which relies on an expli- 
cit model of the data analysis process, above the level of 
individual operations, is a factor in improved performance 
in the USER + AIDE condition. Examining the relationships 
in more detail, we find that the relationship between 
NavigationOperations and LocalOperations is relatively 
strong (r = 0.67), as is the relationship between Navigation- 
Operations and ManipulationOperations (r == 0.54). The 
variables ManipulationOperations and LocalOperations 
are weakly correlated to begin with (r -- 0.29), and if we 
hold NavigationOperations constant the correlation drops to 
0.12. Exploration of these relationships shows no unusual 
patterns. In relating these factors to our performance mea- 
surements, it appears that explicit data manipulation 
accounts for relatively little of the total effi~rt a subject 
puts into the exploration, but is one of the strongest factors 
in determining performance. Navigation is the other impor- 
tant factor. A plausible explanation is that data manipulation 
operations are generally applied only when one perceives 
some kind of pattern. Data manipulation operations gener- 
ally provide a more detailed view of a pattern, and thus a 
greater number of these operations leads to more accurate 
observations. 

Though our understanding of these factors remains tenta- 
tive, they give us a rough idea of how subjects went about 
exploring a dataset. Much of the effort, in terms of the 
number of operations applied, involved examining the 
data from different angles and evaluating ways of building 
descriptions. Subjects showed a good deal of mobility, not 
just in moving from one data structure to the next, but also in 
moving from one point in the network of exploratory plans 

Table 3 
Summary of operations, averaged over all subjects 

Command Condition % Total Mean SD Median IQR 

TotalOperations USER 4- AIDE 331 158 361 297 
UsERALONE 191 83 180 144 

LocalOperations USER -Jr- AIDE 38% 127 84 118 134 
UsERALONE 73% 140 81 143 122 

NavigationOperations USER + AIDE 44% 146 73 137 14 
UsERALON E 12% 22 5 2 I 9 

ManipulationOperations USER + AIDE 13% 44 37 28 65 
UsERALON E 9% 17 21 9 24 
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and actions to another. This point was also emphasized by 
most of the subjects in their assessments: a common theme 
was the importance of being able to navigate through the 
exploration process. The summaries also show that data 
manipulation was secondary to other activities; we might 
think of navigation and local evaluation of decisions as 
setting the stage for data manipulation. 

5. Discussion 

The experimental results raise several further questions. 
First, though some effects were large enough to be easily 
seen in the small sample size (forced on us by time and 
resource constraints), one might hope for experiments on 
a larger scale to make more headway in investigating into 
user confidence and context. Second, our artificial data- 
sets were constructed to reflect realistic, common pat- 
terns, and provided a necessary experimental control. 
As a follow-up question, one might ask how AIDE 
would perform on other datasets that contain patterns 
and relationships not present in the test data. Because 
AIDE'S strategies were developed to handle patterns in 
a variety of datasets, we are confident in AIDE'S robust- 
ness. A third point is also related to the use of artificial 
data: are AIDE'S strategies up to the requirements of real 
world problems? In informal testing on real datasets, we 
found AIDE to be helpful for specific types of patterns. In 
general, these questions require further development and 
experimentation for clear answers. 

Despite these caveats, we learned some important lessons 
in developing and evaluating AIDE. Our findings are largely 
consistent with other reviews of statistical expert system 
development [19,11,25,20,7,18], but we also identify a 
few fresh directions for research. We will begin with the 
research questions we addressed. 

Planning is a practical means o f  supporting the data 
analysis 'process'. Note the inclusion of the word 'process'. 
Data analysis is different from, for example, word proces- 
sing and batch programming: the correctness of the end 
product cannot be checked without inspecting the path lead- 
ing to it [13]. A great deal of work in statistical strategy 
takes this view. The most prominent example is probably 
Gale and Pregibon's REX system, which implemented a 
strategy for linear regression [6]. REX' actions were deter- 
mined by the traversal of a decision tree; the tree provides an 
explicit representation of the sequential, coherent decision- 
making process. In contrast, conventional software for data 
analysis focuses on powerful individual operations, or a 
comfortable statistical programming environment, but pro- 
vides little support for the structured organization of these 
operations and procedures. 

AIDE supports the data analysis process more directly. 
Imagine in the course of exploring a dataset you decide to 
build a linear model of a set of variables. During the process 
you notice an unusual pattern of clusters in a subset of the 

data, and you suspend your modeling to follow this tangent. 
When you are finished, you return to the point at which you 
broke off, to continue with the model. By maintaining an 
explicit representation of the exploration process, in addi- 
tion to its individual actions, AIDE can support this kind of 
navigation. AIDE furthermore helps to reorient the user in 
making such shifts in attention, by presenting the chain of 
decisions leading to a given point, displaying relevant data, 
making appropriate suggestions - in general, helping to 
restore context, as far as possible given the built-in limita- 
tion of the system's knowledge. 

Shared control is a key aspect o f  effective assistance. 
AIDE takes the perspective that human involvement is an 
essential part of the exploratory process. A completely 
autonomous system can have little notion of the significance 
of its findings - but this is exactly the kind of knowledge 
that informs the selection of data, analysis methods, and 
evaluation techniques. This point has also been made in 
the knowledge discovery in databases literature, Brachman 
et al.'s IMACS, which is aimed at the task of 'data archae- 
ology,' being a good example [2]. Data archaeology is dis- 
tinct from data mining, in which an autonomous statistical 
or machine learning algorithm searches a large database for 
implicit patterns. Data archaeology recognizes that results 
do not emerge in a single pass over the data, but rather 
evolve in an iterative process that requires constant human 
interaction. 

AIDE concentrates explicitly on this balance of autonomy 
and accommodation. As a mixed-initiative planner [1], 
AIDE assists in an exploration, rather than taking it over 
completely or waiting for instructions for each of its 
moves. This approach has several benefits, one of the 
most important being its flexibility. For example, a mixed- 
initiative system can potentially be acceptable to both 
novices and experts. A common problem faced by an intel- 
ligent assistant - in fact, by most user interfaces - is that 
providing comprehensive guidance and support for novice 
users can actively impede expert users. Conversely, build- 
ing systems to support experts may entail an enormous 
learning curve for novices. In AIDE'S mixed-initiative 
design, the system offers advice and analysis paths which 
may be helpful for novice users, but its decisions can be 
overridden at almost any point by an expert user. The 
interaction is not perfect for an expert user. For example, 
AIDE may consider decisions in a different order from 
the expert, who will have to guide the analysis at each 
step, occasionally rolling the analysis back to an earlier 
state if AIDE jumps ahead. Nevertheless, this kind of 
interaction has been made as easy as possible, for just 
such cases. 

Maintaining context can be difficult problem in a mixed- 
initiative system. Sharing control is not without pitfalls. 
Whenever AIDE takes control of the analysis, it runs the 
risk of losing the user. This problem applies to many 
domains other than statistical analysis; in interaction with 
hypertext systems, for example, it is called the 'lost in 
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hyperspace' feeling [16].1 This is a basic human-computer 
interaction concern: the system should provide the user with 
implicit answers to the questions: "Where am I?" ,  "How 
did I get here?", "What can I do here?" and "Where can I 
go from here?" [17]. These are exactly the issues addressed 
by AIDE'S navigation facilities. 

Context is one of the central concerns of work in colla- 
borative systems, where collaboration is a process in which 
two or more agents work together to achieve shared goals 
[9]. Loren Terveen has identified a set of issues that must be 
addressed by any system that collaborates in an intelligent 
way with its users [24]: reasoning about shared goals; plan- 
ning, allocation, and coordination in achieving these goals; 
awareness of shared context; communication about goals, 
coordination, and evaluation of progress; and adaptation and 
learning. Of these points, AmE concentrates on planning 
and coordination. Other aspects of collaboration are not 
addressed in the current implementation, but are a part of 
our plans for future work. 
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through a network structure of statistical concepts containing over 200 
nodes [10]. KENS is similar in some ways to hypertext systems, but 
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