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Abstract. The current paper focuses on modeling actions of high school students
with a mathematics tutoring system with Hidden Markov Models. The results in-
dicated that including a hidden state estimate of learner engagement increased the
accuracy and predictive power of the models, both within and across tutoring ses-
sions. Groups of students with distinct engagement trajectories were identified, and
findings were replicated in two independent samples. These results suggest that
modeling learner engagement may help to increase the effectiveness of intelligent
tutoring systems since it was observed that engagement trajectories were not pre-
dicted by prior math achievement of students.
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1. Introduction

Intelligent tutoring systems (ITS) research is one of the “success stories” of artificial in-
telligence: A number of studies have demonstrated that a detailed model of the learner’s
domain knowledge can be used to provide individualized instruction, and to accelerate
student learning well above what would be expected in a whole-class context (Corbett &
Anderson, 1995; Koedinger et al., 2000). Traditionally, tutoring systems researchers have
focused primarily on modeling the learner’s cognitive processes while solving problems,
i.e., the “model tracing” approach. However, there is growing recognition that learning
involves more than cognition, and that students’ actions with an ITS also reflect “engage-
ment", meaning the transient shifts in attention and the emotions that are often associated
with learning (Qu & Johnson, 2005; Vicente & Pain, 2002). For example, a student may
become bored or fatigued over the course of a session and deliberately enter incorrect
answers in order to elicit the correct answer from the ITS (Baker et al., 2005).

Including estimates of engagement in learner models could be used to improve the
effectiveness of tutoring systems, for example, by shifting the type of problem being
delivered if boredom is detected, or by providing supportive feedback if the student
seems frustrated. However, relatively little is known about modeling learners’ engage-
ment while using an ITS. One approach is to use sensors to capture physiological indices
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of emotional states such as interest, boredom, and frustration (D’Mello et al., 2004). Al-
though very promising in the laboratory, this approach is difficult to scale for use by large
numbers of students in real classroom situations in which intrusive and fragile equipment
cannot easily be used. Here, we investigate an alternative approach: model students’ ac-
tion traces using a hidden variable denoting their engagement level as they work with an
ITS (Beck, 2005).

The rest of the paper is organized as follows. Section 2 describes the data that we use
for our experiments. The statistical model is introduced in Section 3, which also includes
results and analysis. Conclusions and future work are presented in Section 4.

2. Data Sources

Our analyses focused on records of student actions with a tutoring system for high school
mathematics. Data from two independent samples were available: the “CA” sample in-
cluded 91 students who completed an average of 20 problems, and the “BA” sample in-
cluded 122 students who completed an average of 30 math problems. The BA sample
was more heavily weighted towards lower-achieving students, whereas the CA sample
included a broader range of achievement levels. CA students attempted a maximum of 5
sessions and BA students a maximum of 3 sessions.

In both samples, the data were automatically logged as students worked with the
mathematics tutoring system during their regular school instruction. Students worked on
a series of math problems, each including a figure, graph or table; the problem text and
equation; and five answer options. On each problem, the student could choose answers
and receive feedback on accuracy (e.g., a click on an incorrect answer elicited a red “X”
whereas the correct answer elicited a green checkmark); request a series of multimedia
hints leading to the solution; or move on to the next problem without answering.

Prior work had shown that a student’s actions associated with a math problem could
be machine-classified into five categories: Guessing/Help Abuse; Independent-Accurate
problem solving; Independent-Inaccurate problem solving; Learning with Help; and
Skipping, with 95% accuracy (Beal et al., 2006). In the present study, the action and la-
tency data recorded on each math problem were similarly machine classified into 5 ac-
tion patterns. Thus, each student’s data record included an ordered sequence of action
patterns representing her or his behavior on the math problems over the course of the
tutoring session. An example of a student’s data is shown in Table 1. The corresponding
action sequence is [AAECBD...].

Table 1. Sample action pattern sequence.

Problems 1 2 3 4 5 6 . . .

Action Patterns Guess Guess Skip Ind-accurate Learn Ind-inaccurate . . .

Code A A E C B D . . .

3. Statistical Model and Results

We model the performance of students with Hidden Markov Models (HMM). Although
HMMs have been applied extensively in speech processing (Rabiner, 1989) and video-
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based face identification (Liu & Chen, 2003), the application of HMMs to tutoring sys-
tems is relatively new, particularly with regard to modeling the behavior of individual
students rather than groups (Stevens et al., 2005). We fit HMMs to the sequence of ac-
tions emitted by individual students, with 3 hypothesized hidden states corresponding
to a student’s “engagement level” − low, medium and high, that we assume influences
student interactions with the ITS. Having fit an HMM to students’ action pattern data,
the transition matrices help us determine their probabilities of moving from one level of
engagement to another, as well as of remaining in a particular engagement state while
attempting a series of problems. In other words, if a student’s engagement level is known
at time t, the transition matrix will tell us his/her likely engagement level at time t + 1.

The average transition matrices over all students in each sample from fitting HMMs
to the actions patterns of students in Session 1 only are shown in Table 2. The rows
represent time t, and the columns represent time t+1, so that a particular entry represents
the probability of transitioning from a particular engagement level at time t to another
one at time t + 1. For example, CA students who are in a low engagement state have
a 45.63% chance of moving into a high engagement state at the next time step. The
diagonal entries represent the probabilities of remaining in the same engagement level
from one time step to the next. For example, a CA student has a 30.14% chance of
remaining in the low engagement state at time t + 1 if he is in such a state at time t.

Table 2. Average transition matrices for CA and the BA samples.

Sample Hidden state Low Medium High

CA Low 0.3014 0.2423 0.4563
Medium 0.1982 0.4721 0.4176
High 0.1517 0.3312 0.6050

BA Low 0.4727 0.1966 0.3307
Medium 0.1720 0.5583 0.2696
High 0.1470 0.2772 0.5758

Both transition matrices suggest that there is a degree of “inertia” in students’ ac-
tions, i.e., the probabilities for persisting in the same state are generally higher than those
of shifting to another state. For example, in both samples, the highest probabilities are ob-
served for students who are likely to persist in that state. However, there is considerable
individual variation in the engagement trajectories (not shown due to space constraints).
We address this issue in the next section.

3.1. Clustering Students based on HMM

In order to account for the variance in the individual transition matrices, we clustered stu-
dents in each dataset based on the Kullback-Leibler (KL) distance between the individual
transition matrices (Ramoni, Sebastiani & Cohen, 2001). Such groups represent students
who follow similar trajectories through the different levels of engagement during an ITS
session. We obtained 3 groups for the CA sample, and 4 groups for the BA sample. The
average transition matrix for each group appear in Tables 3 and 4 respectively.

We see that there was considerable similarity in the clustered HMM groups across
the two samples. More specifically, both samples include one fairly large cluster of stu-
dents who tended to persist in medium and high engagement states (50− 65%) (“steady
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Table 3. Group transition matrices for 91 CA students. N denotes the number in each group.

Group Hidden state Low Medium High

1 Low 0.3641 0.1008 0.5351
N=51 Medium 0.2105 0.5801 0.2094
56% High 0.1957 0.2928 0.5115

2 Low 0.2606 0.4899 0.2495
N=34 Medium 0.0384 0.3933 0.8036
37% High 0.1124 0.4086 0.7143

3 Low 0.0000 0.0417 0.9583
N=6 Medium 1.0000 0.0000 0.0000
7% High 0.0000 0.2189 0.7811

Table 4. Group transition matrices for 122 BA students. N denotes the number in each group.

Group Hidden state Low Medium High

1 Low 0.5056 0.1089 0.3855
N=81 Medium 0.1392 0.6637 0.1971
66% High 0.0970 0.2201 0.6830

2 Low 0.2864 0.6809 0.0327
N=20 Medium 0.0260 0.2839 0.6901
17% High 0.2970 0.1455 0.5574

3 Low 0.1735 0.1429 0.6837
N=7 Medium 0.9429 0.0000 0.0571
6% High 0.0000 0.1805 0.8105

4 Low 0.7105 0.0344 0.2551
N=14 Medium 0.1648 0.6152 0.2201
11% High 0.3064 0.6936 0.0000

state”). The probability of moving to the low engagement state is only about 20% or less
for these students. A second group with a distinctly different profile is also observed in
both samples: these students tend to become more engaged over time (“increasing en-
gagement”), e.g., from medium to high engagement state (80% for CA, 69% for BA),
and are not likely to move to a low engagement state. Both samples also include a small
third group characterized by strong shifts in engagement (“fluctuating engagement”).
One shift is from low to high engagement (95% for CA, 68% for BA), and another from
medium to low engagement (100% for CA, 94% for BA). Finally, the BA sample in-
cludes a fourth group (“declining engagement”) characterized by persisting in a low en-
gagement state (71%) and moving from high to medium state (69%). Recall that the BA
sample included more students with low achievement.

3.1.1. Behavior of students in HMM groups

In order to compare the behavior of students in the HMM clusters, we looked at the mean
proportion scores for the 4 primary action patterns (rates for “Problem Skipping” were
very low and are not analyzed here). The results were again fairly consistent across the
two samples. For the CA sample, an analysis of variance (ANOVA) with HMM group
as the grouping factor and proportion of actions classified as Guessing as the dependent
measure showed a main effect of HMM Group, F (2, 97) = 4.346, p < .05, which
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implied that the amount of guessing varied significantly among the different groups.
Tukey’s pairwise comparison tests further indicated that Groups 1 and 3 had a signif-
icantly higher proportion of Guessing than Group 2. For the BA sample we observed
F (3, 109) = 9.436, p < .01. Group 4 has significantly high Guessing scores than the
other three groups and Groups 2 and 3 had significantly lower scores than the other two.

With regard to the effective use of multimedia help (Learn), there were no significant
differences between the HMM clusters for the CA sample. For the BA sample, ANOVA
showed that the 4 groups of BA students varied considerably with respect to the amount
of learning (F (3, 109) = 4.968, p < .01). Tukey’s tests indicated that the means for
Groups 1, 2, 3 were similar to each other, but significantly higher than the Group 4 mean.

With regard to Independent-Inaccurate problem solving, there was a main effect of
HMM Group for the CA sample, F (2, 97) = 3.784, p < .05 (although Tukey’s test did
not reveal any significant differences in the group means), but none for the BA sample.

ANOVA conducted on the proportion scores for Independent-Accurate problem
solving showed no difference for the HMM groups for either sample. However, as shown
in Table 5, mean scores for the CA sample were generally higher than for the BA sample,
consistent with the fact that the BA sample included more low-achieving students.

Table 5. Mean Proportion scores for the HMM groups in the 2 samples

HMM Group CA1 CA2 CA3 BA1 BA2 BA3 BA4

Guess 0.21 0.10 0.19 0.22 0.08 0.09 0.46
Learn 0.20 0.23 0.30 0.25 0.39 0.42 0.13
Ind. Accurate 0.27 0.39 0.39 0.19 0.20 0.22 0.10
Ind. Inaccurate 0.24 0.18 0.09 0.20 0.21 0.16 0.18

3.1.2. HMM clusters and math achievement

It may be possible that the HMM groups simply capture aspects of student engagement
with the ITS which can be directly traced to their mathematics proficiency. For example,
students who do not have very good math skills might be more likely to view the mul-
timedia help features; students with strong math ability might be more likely to solve
problems accurately and independently. This plausible interpretation would be consistent
with the model-tracing view of student learning, i.e., that students’ actions result from
their cognitive understanding of the domain. However, in the present study we did not
find a relation between students’ math achievement and their HMM group membership,
as explained below.

In the CA sample, the students’ classroom teachers had provided independent ratings
of each student’s math proficiency before the start of the study, based on their knowl-
edge of the students’ performance on homework, tests and exams. A chi-square analysis
indicated that there was no significant association between the students’ HMM cluster
membership and their ratings on math achievement. In the BA sample, students had com-
pleted a 42-item pre-test of math skills before starting to work with the ITS. A logistic re-
gression analysis showed that there was no association between students’ pre-test scores
and HMM group membership. This suggests that math proficiency does not completely
explain students’ behavior with the ITS, as observed in two independent samples with
different types of measurement. This is consistent with the view that ITS student models
may be enhanced with estimates of engagement as well as domain knowledge.
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3.2. Prediction based on HMM

In this section, we describe additional work designed to predict a student’s likely en-
gagement trajectory, with the goal of diagnosing the student’s behavior early enough that
interventions could be deployed to increase or sustain engagement. First of all, we used
the fitted HMM for each individual student estimated from the action patterns on the
first 15 problems in Session 1 to predict the action pattern at the next step for problems
M = 16, . . . , S (where S is the number of problems attempted by each student). The
results in Table 6 show that the prediction accuracy was 42.13% for the CA sample, and
48.35% for the BA sample. This is well above chance or random guessing (25%), which
denotes that a student is likely to take any of the 4 primary actions at each time (i.e.,
assuming no prior knowledge about the system). This indicates that HMMs can be use-
ful in predicting students’ future behavior with the tutoring system beyond mere random
guessing. Next we used the group HMMs to perform prediction by using the group tran-
sition matrix and group emission matrix corresponding to each student. Not surprisingly,
the group HMM accuracy was poorer than the individual HMMs, yet they were more
accurate than chance.

On comparing the prediction accuracies with those obtained from simple Markov
Chain (MC) models which do not assume the existence of a hidden state, we find that the
individual MCs performed less well than the individual HMMs, although still better than
chance. Moreover, the group HMM models performed better than the individual MCs
for the BA sample and did not differ significantly for the CA sample. Noticeably, the
predictive power of the group MCs is the poorest. Thus, we conclude that the HMMs with
the hidden state can model the variability in students’ behavior during a problem-solving
session more effectively than the MCs.

Table 6. Prediction accuracies for HMMs and MCs on Session 1.

Ind. HMM Ind. MC Gr. HMM Gr. MC

CA 42.13% 33.43% 34.40% 18.73%
BA 48.35% 32.48% 26.00% 15.52%

3.2.1. Predicting Future Sessions

The next set of experiments are based on students who have two sessions with the ITS –
10 CA students and 25 BA students. Here, for each student, we train the HMM based on
all the problems he or she attempts in Session 1. We then use the second sessions of these
students for validating our models using the fitted HMMs (both individual and group
models) from the first sessions. We generate predictions for all the problems attempted
in Session 2 for each of these students. We again compare our prediction results from
the HMMs to those from MC models that do not take into account any hidden variable
information. Table 7 shows these prediction accuracies. The highest accuracies for mul-
tiple sessions are obtained with the individual HMMs, followed by the group HMMs.
Both are significantly better than pure random guessing or chance (25% for 4 possible
actions), whereas the accuracies of the MCs are worse than chance. Note that, predic-
tive abilities on future session are lower than that on the same session, as expected. This
is because often the dynamics of student behavior are more stable over a session than
across sessions.
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Table 7. Prediction accuracies for Session 2.

Ind. HMM Ind. MC Group HMM

CA 45.93% 10.15% 30.12%
BA 36.50% 12.53% 25.22%

3.2.2. Qualitative Assessment of Prediction Accuracies

The above results indicate that HMMs fitted to students’ actions in one session will
predict their actions in subsequent sessions with about 40% accuracy. This is certainly not
perfect, but it is well above knowing nothing at all about the student in terms of designing
interventions to sustain engagement, especially if we could distinguish those students for
whom we could predict engagement on future sessions from those where our predictions
are not likely to be accurate. Therefore, we next investigated if the prediction accuracy
on the first session could signal the prediction accuracy on a future session using the
individual HMMs that had the best accuracies. Both samples show significant positive
correlations (0.8851 for CA and 0.7984 for BA) between the prediction accuracies from
the 2 sessions. Thus, we conclude that if the HMMs are good at predicting the first
session, they are likely to have high prediction accuracies on subsequent sessions as well.
On the other hand, if an individual’s HMM is not good at predicting the first session, it
is unlikely to be very useful for predicting engagement trajectory in future sessions.

Comparing these individual prediction accuracies with the distributions of the action
patterns on the two sessions, we find that students with similar prediction accuracies for
both sessions typically have low entropy between the two distributions (measured by KL
distance), and vice versa for students who have poor accuracies on both sessions. There
are, however, a few students with low accuracies on Session 2 despite having medium
accuracies on Session 1. This happens because these students miss certain action patterns
on Session 1 that appear frequently on Session 2, thus leading to poor predictions.

4. Conclusions and Future Work

Our primary goal in this study was to use a student’s actions with a tutoring system to
estimate his or her engagement: an unobservable state that is hypothesized to influence
the observed actions emitted by the student. Hidden Markov Models are an ideal analytic
approach because these models allow for explicitly modeling unobservable influences.
Here, we fit HMMs to students’ actions with a math tutoring system, with a three-level
hidden state corresponding to “engagement”. The results indicated that students’ action
sequences could be modeled well with HMMs, that their actions at one point in time
could be successfully used to predict the subsequent action, and that the prediction accu-
racy of these models were superior to simple Markov Chain models that did not include a
hidden state. We also found that, in many cases, the HMM models from Session 1 could
be used to predict students’ future engagement trajectories on Session 2.

By clustering the HMMs, we also identified groups of students with distinct trajec-
tories through the hidden state space. Similar groups were observed in two independent
samples from studies conducted in different school systems and geographical locations,
suggesting that the patterns may be fairly general and consistent. The largest group in-
cluded students who were generally engaged with the tutoring system, and whose en-
gagement tended to remain stable over the course of the session. A second group was also
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quite engaged but showed a stronger tendency to become more highly engaged over time.
One interpretation is that students in these groups do not really require any intervention
from the ITS to support their learning. Thus this facilitates evaluation of the impact of
interventions by looking for shifts in a student’s HMM cluster, and hence design more
effective ITS. As a next step, we will use more refined models, such as non-stationary
HMMs to explicitly model the amount of time a student spends on a problem.

The primary limitation of the study is that we do not have direct evidence that the
hidden state in the HMMs actually corresponds to any of the processes that are known to
reflect “engagement” in the learner, including transient shifts in the learner’s attention,
emotions and cognitive effort. But we still chose to term the hidden state “engagement”
because we believe it to influence a student’s behavior with a math tutoring session the
most. However, regardless of the true nature of the hidden state, HMMs have proved to
be an efficient modeling tool for students’ action patterns.
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